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Abstract
While automatic spike sorting has been investigated for decades, little attention has been allotted to consistent evaluation criteria that will automatically determine whether a cluster of spikes represents the activity of a single cell or a multiunit. Consequently, the main tool for evaluation has remained visual inspection by a human. This paper quantifies the visual inspection process. The results are well-defined criteria for evaluation, which are mainly based on visual features of the spike waveform, and an automatic adaptive algorithm that learns the classification by a given human and can apply similar visual characteristics for classification of new data. To evaluate the suggested criteria, we recorded the activity of 1652 units (single cells and multiunits) from the cerebrum of 12 human patients undergoing evaluation for epilepsy surgery requiring implantation of chronic intracranial depth electrodes. The proposed method performed similar to human classifiers and obtained significantly higher accuracy than two existing methods (three variants of each). Evaluation on two synthetic datasets is also provided. The criteria are suggested as a standard for evaluation of the quality of separation that will allow comparison between different studies. The proposed algorithm is suitable for real-time operation and as such may allow brain–computer interfaces to treat single cells differently than multiunits.
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1. Introduction

Voltage on chronically implanted extracellular electrodes, such as depth electrodes or electrode arrays, can be generated by the electrical activity of one or more neurons per electrode. In the latter cases, it is usually desirable to separate the spikes of each single neuron from the rest of the spikes. This is commonly obtained by signal-processing methods, known as spike detection and sorting, whose ideal goal is to isolate the spikes and relate each of them to the original neuron that created it (Lewicki 1998, Herbst et al 2008, Benitez and Nenadic 2008, Fletcher et al 2008, Ding and Yuan 2008, Bar-Hillel et al 2006, Shoham et al 2003, Zhang et al 2004, Zouridakis and Tam 2000, Yang and Shamma 1988). In some cases, however, relating the spikes to single cells is impossible. In these cases, one may group together, for each electrode, all spikes that cannot be separated into their generating single
neurons and call these groups multiple unitary potentials, or multiunits.

Notwithstanding, many of the automatic spike sorting algorithms report their classification as clusters of spikes, with no distinction between single neurons and multiunits, and rely on a manual decision of their type (single cell or multiunit). In addition, there are no clear, objective and agreed-upon criteria for making this type of decision. Vargas-Irwin and Donoghue (2007, p 1) state that ‘a stereotypical spike shape is generally the major or even sole characteristic used to verify that a set of waveforms is attributable to a single neuron’. Stark and Abeles (2007), for example, determined well-isolated single units by the homogeneity of spike waveforms, separation of the projections of spike waveforms onto principal components during spike sorting, and clear refractory periods in interspike interval histograms’. Suner et al (2005) and Kim et al (2008) were based on distinguishing waveforms with the naked eye and on a quantitative evaluation using the signal-to-noise ratio (SNR). The spike shape and the interspike interval (ISI) distribution were used only in relative measures of reliability: their change over time between days of recording for each electrode. Kim et al (2006) define multiunits as the remainder of unclassifiable spike activities following classification by mixture-of-t-distributions (Shoham et al 2003). Few groups assessed the quality of clustering by comparing the within-cluster variability with that of the noise (Pouzat et al 2002, Schmitzer-Torberta et al 2005, Joshua et al 2007).

The lack of uniform criteria for the evaluation of the quality of separation (i.e. single neuron or multiunit) causes multiple flaws in processing of neural data. First, different studies may employ different criteria for evaluation of the quality of separation. Second, even with the same general criteria, the results may be inconsistent between experimenters, because the final decision is still manual. Third, when recording from multiple channels, manual decisions may be time consuming. Fourth, decisions based on manual revision of the data are inappropriate for automatic processing systems such as brain–computer interfaces (BCI; also called brain–machine interfaces (BMI) or neuroprostheses). The goal of this paper is to define criteria for evaluation of the quality of separation between clusters of spikes in a quantitative way that will allow an automatic implementation.

The quality of separation is affected by variation in the spike waveform or ISI distribution which is, in turn, affected by a large number of factors such as systematic reduction in the spike amplitude during a high-frequency burst (Harris et al 2001), systematic drift in the electrode position (Snider and Bonds 1998), systematic changes to single-unit spike waveforms as a function of the ISI (i.e. dependence on the firing history) (Fee et al 1996b, Kaneko et al 2007) and hardware-level filters (Quirigo 2009). However, instead of modeling the exact phenomena affecting the quality of separation (Quirk and Wilson 1999), we define measures of evaluation that mimic a human making a manual decision. Human classifiers rely on visual inspection as their main evaluation tool (see for example Vargas-Irwin and Donoghue (2007), Rutishauser et al (2006), Tankus et al (2009), Stark and Abeles (2007), Suner et al (2005), Kim et al (2008)). We therefore bypass the need to characterize spike generation precisely, using a computer vision approach, that quantifies the visual properties of the waveforms of a cluster of spikes in a manner similar to the one used by a human classifier. This novel approach yields the multiple contributions of this paper. (1) We define a new ‘visual’ measure of the shape of a cluster of spikes. (2) Using this feature along with a requirement for a refractory period, we define an algorithm for evaluation of the quality of separation. (3) We suggest a methodology for automatic tuning of classification thresholds using linear discriminant analysis.

2. Materials and methods

2.1. Patients and electrophylography

Subjects were 12 patients (15–42 years old; mean: 26.4 years; SD = 8.3, 5 right-handed females, 2 left-handed females, 4 right-handed males, 1 left-handed male) with pharmacologically resistant epilepsy. As non-invasive monitoring did not yield concordant data corresponding to a single resectable focus, the subjects were implanted with chronic depth electrodes for 1–2 weeks to determine the seizure focus for potential surgical treatment (Fried et al 1999, Engel et al 2005, Wilson 2004). Each patient had between 7 and 12 electrodes (surgeries were performed by IF). The electrodes were implanted based on clinical criteria only. Each of these clinical electrodes terminated with a set of nine 40 μm platinum–iridium microwires. Signals from these microwires were recorded at either ~28 kHz or ~30 kHz and bandpass filtered in the range 0.3–3 kHz using a 64-channel acquisition system (Neuralynx, Tucson, AZ, USA). Spikes of individual cells were isolated based on their wavelet coefficients and the distribution of interspike intervals using the method suggested by Quian-Qiuroga et al (2004) (original code courtesy of the original authors). This method was employed in multiple research studies (Mukamel et al 2005, Gelbard-Sagiv et al 2008, Quian-Qiuroga et al 2005). Magnetic resonance images (MRI) following placement of the electrodes, or post-placement computed tomography scans, coregistered to preoperative MRI scans, were used to verify the anatomical location of the electrodes. Participation in this study was completely voluntary. All patients provided informed consent. All studies conformed with the guidelines of the Medical Institutional Review Board at the University of California, Los Angeles.

We recorded a total of 1652 units in the human cerebrum (temporal lobe: 790 units; frontal lobe: 739; occipital lobe: 63; parietal lobe: 60; see the supplementary data available at stacks.iop.org/JNE/6/4/056001/mmedia), of which 568 (34.4%) were single units and 1084 (65.6%) were multiunits according to manual classification (see section 2.3). The ratio of single cells to multiunits of about 1:2 respectively is common in our setup (see, for example, Quian-Qiuroga et al (2005)), which suggests that the manual classification in the current study is similar in nature to other studies with the same recording setup and patient population.
The neural activity was recorded during 32 sessions, each on a different day. Units recorded from within different sessions are treated as different in this study. The total recording time in a session was between 10.7 and 50.6 min (average = 28.6, SD = 10.6). Within each session, activities of between 25 and 87 units were recorded (average = 51.6, SD = 16.3). In each session, we recorded between 0.39 and 1.36 units per microwire (average = 0.81, SD = 0.25).

2.2. The task

The patients performed two tasks. In 20 sessions, the task was to move a cursor in a simple 2D maze using an external device for control. This paradigm has been described by Tankus et al (2009). The other 12 sessions employed the center-out task described by Moran and Schwartz (1999), with the following adaptations to our setup. First, the patients used a joystick to control the cursor. Second, the hold times at the center of the screen and the peripheral targets were longer (between 2000–3000 ms and 200–400 ms, respectively), with maximal time allowed for the completion of a trial of 5000 ms.

2.3. Manual classification of single cells versus multiunits

The manual classification between single units and multiunits was done visually based on the following criteria (Tankus et al 2009, Gelbard-Sagiv et al 2008, Quiroga et al 2008): (1) the spike shape and its variance; (2) the ratio between the spike peak value and the noise level; (3) the interspike interval (ISI) distribution of each cluster and (4) the presence of a refractory period for the single units (that is, less than 1% of the inter-spike intervals are shorter than 3 ms). The recorded units were spike-sorted as they were recorded (over a period of 45 months), not in one continuous session (or on multiple consecutive dates).

2.4. Visual feature and algorithm for evaluation of the quality of separation

For every recording channel, the process of spike sorting, whether manual or automatic, results in a set of clusters of spikes. Each cluster is then inspected to decide whether it represents a single cell or a multiunit. This inspection, which we shall name evaluation of the quality of separation, is based on two main properties of the recorded signal: the spike waveform and the ISI distribution. The proposed algorithm, which we name single-unit–multiunit (SUMU), first considers the ISI distribution for the requirement of a refractory period of single cells. A cluster is declared multiunit if the percent of ISIs shorter than 3 ms exceeds 1%. Otherwise, classification is performed according to the waveforms.

2.4.1. Evaluation of the waveform. The waveforms of a well-isolated cell are expected to present low variation around its main rise in voltage. Our main visual feature will therefore evaluate the variation of the distribution of spike waveforms around the mean waveform of the cluster. For this, we first need to detect the main rise. While the end of the main rise is assumed to be supplied by the spike-sorting algorithm (due to alignment), finding its beginning accurately is challenging because of the high variability of characteristic waveforms of different neurons. To cope with the high variability, we first estimate upper and lower bounds for this starting point based on the local change in voltage (i.e. the derivative of the waveform). We then refine the detection based on the maximal curvature of the waveform between the two bounds. Once we detected the main rise, we can estimate the variability around it. The measure we define takes into account not only the standard deviation on the main rise but also the rate of rise.

The rest of this subsection details the detection of the main rise in voltage and the measure of deviation around it. To allow for both simple reading and mathematical insight, the latter appears in parentheses in the following.

Let us examine a cluster of suspected spikes for which we computed estimators \(m(t)\) and \(s(t)\) for the mean and standard deviation of the voltage at time \(t\), respectively. Let \([t_i]_{i=1}^{n}\) be the relative sampling times of spike waveforms.

Detecting the main voltage rise. We next define a procedure for detection of the main rise in voltage and demonstrate it step-by-step in figure 1.

The end of the main rise is assumed to have been computed by the spike-sorting algorithm, which usually aligns the detected spikes by their peak. Let us assume that the spike-sorting algorithm aligns all suspected spikes at the \(j\) th sample point and defines it as time \(0\) (that is, \(t_j = 0\) if \(1 < j < n\)). We therefore need to detect only the beginning of the main rise (which should be one of the sampling points: \(t_1, \ldots, t_{j-1} < 0\)) (figure 1(B)). We first estimate an upper bound for it, defined as the first point in time when the voltage change between successive points exceeded a certain (high) threshold \(\text{def}\) minimal \(i\) for which \(m(t_i) - m(t_{i-1}) > \text{Threshold}_{\text{high}}\), where \(i \in \{2, \ldots, j - 1\}\); we used \(\text{Threshold}_{\text{high}} = 1.5 \text{ \mu V}\) (figure 1(B)). If this bound is not established, we reject the cluster, as it is probably not representing a cluster of spikes.

We then estimate a lower bound for the beginning of the rise by the last point in time preceding the upper bound, in which the change in voltage crosses a very low positive threshold. (Let \(i_{\text{upper}}\) be the sampling point of the upper bound. Then, the lower bound \(i_{\text{low}}\) is the maximal \(i\) for which \(m(t_{i-1}) - m(t_{i-2}) \leq \text{Threshold}_{\text{low}}\) and \(m(t_i) - m(t_{i-1}) > \text{Threshold}_{\text{low}}\)), where \(i \in \{3, \ldots, i_{\text{upper}}\}\); we used \(\text{Threshold}_{\text{low}} = 0.1 \text{ \mu V}\) (Figure 1(C)). We need to take the last point with such a change because the time period preceding the main rise may demonstrate small fluctuations in voltage. The use of an upper bound is aimed to prevent such fluctuations on the main rise itself from ‘shortening’ the main rise. In order to further refine the detection, we compute the extrinsic curvature of the mean waveform \((m(t_i))\) between the lower and upper bounds \((i \in [i_{\text{low}}, \ldots, i_{\text{high}}])\) and estimate the beginning of the main rise in voltage as the point of maximal curvature (figure 1(D)). (We denote this estimate by \(i_{\text{curv}}\).)

A measure of deviation around the main rise. Once we isolated the main rise, we would like to test whether the deviation

\[\text{deviation of the voltage at time } t\text{ of the waveform.}\]

\[\text{latter appears in parentheses in the following.}\]

\[\text{Detecting the main voltage rise. We next define a procedure for detection of the main rise in voltage and demonstrate it step-by-step in figure 1.}\]

\[\text{The end of the main rise is assumed to have been computed by the spike-sorting algorithm, which usually aligns the detected spikes by their peak.}\]

\[\text{Let us assume that the spike-sorting algorithm aligns all suspected spikes at the } j \text{th sample point and defines it as time 0 (that is, } t_j = 0 \text{ if } 1 < j < n\).}\]

\[\text{We therefore need to detect only the beginning of the main rise (which should be one of the sampling points: } t_1, \ldots, t_{j-1} < 0 \text{)} (\text{figure 1(B)}).\]

\[\text{We first estimate an upper bound for it, defined as the first point in time when the voltage change between successive points exceeded a certain (high) threshold (i.e. minimal } i \text{ for which } m(t_i) - m(t_{i-1}) > \text{Threshold}_{\text{high}}, \text{ where } i \in \{2, \ldots, j - 1\}; \text{ we used } \text{Threshold}_{\text{high}} = 1.5 \text{ \mu V} (\text{figure 1(B)}).\]

\[\text{If this bound is not established, we reject the cluster, as it is probably not representing a cluster of spikes.}\]

\[\text{We then estimate a lower bound for the beginning of the rise by the last point in time preceding the upper bound, in which the change in voltage crosses a very low positive threshold. (Let } i_{\text{upper}} \text{ be the sampling point of the upper bound. Then, the lower bound } i_{\text{low}} \text{ is the maximal } i \text{ for which } m(t_{i-1}) - m(t_{i-2}) \leq \text{Threshold}_{\text{low}} \text{ and } m(t_i) - m(t_{i-1}) > \text{Threshold}_{\text{low}}, \text{ where } i \in \{3, \ldots, i_{\text{upper}}\}; \text{ we used } \text{Threshold}_{\text{low}} = 0.1 \text{ \mu V} (\text{Figure 1(C)}).\]

\[\text{We need to take the last point with such a change because the time period preceding the main rise may demonstrate small fluctuations in voltage. The use of an upper bound is aimed to prevent such fluctuations on the main rise itself from ‘shortening’ the main rise. In order to further refine the detection, we compute the extrinsic curvature of the mean waveform } (m(t_i)) \text{ between the lower and upper bounds } (i \in [i_{\text{low}}, \ldots, i_{\text{high}}]) \text{ and estimate the beginning of the main rise in voltage as the point of maximal curvature (figure 1(D)). (We denote this estimate by } i_{\text{curv}}).\]

\[\text{A measure of deviation around the main rise. Once we isolated the main rise, we would like to test whether the deviation}\]
around it is low. Inspection of the standard deviation alone may however turn out to be misleading, because the faster the rise, the higher standard deviation one can tolerate, due to errors on the time axis: the vertical distance between the waveforms of two identical spikes shifted by one sample duration will be larger for a fast-rising spike than for a slow-rising one. Consequently, the threshold should be relative to the rate of rise, a good approximation of which is the change in voltage (neglecting the differences in the duration of the main rise). In other words, we are interested in the standard deviation of each point on the main rise, divided by the change of voltage at that point ($\frac{s(t_i)}{m(t_i) - m(t_{i-1})}$) where $i \in \{i_{\text{curv}}, \ldots, j\}$. To average this measure over the whole period of the main rise, we sum the standard deviations over that period ($b = \sum_{i=i_{\text{curv}}}^{j} s(t_i)$) and divide it by the vertical length of the rise ($a = m(t_j) - m(t_{i_{\text{curv}}})$). (The average relative standard deviation along the main rise is therefore: $\frac{b}{a}$.) This is equivalent to dividing the area circumscribed by the mean waveform and the mean waveform plus 1 standard deviation by the vertical length of the mean waveform (see figure 1(E)). Clusters having the average measure lower than a threshold ($\frac{b}{a} < \text{Threshold}_{\text{deviation}}$; we employed $\text{Threshold}_{\text{deviation}} \equiv 3$ for the real data and $\text{Threshold}_{\text{deviation}} \equiv 0.09$ for simulated data) are declared single units whereas the rest of the clusters are declared multiunits. Figure 2 provides two more examples of detection of the main rise in voltage and the deviation along it.

2.4.2. Theoretical analysis of the visual feature. We analyzed the visual feature ($\frac{b}{a}$) under the assumptions that the main rise is linear, the distribution around it is normal and samples are pairwise uncorrelated (figure 3 (left)). We compared the main rise of a multiunit composed of such linear single units with an ‘equivalent’ single unit (i.e. a single unit with the same average main rise and the same average variance). Appendix A shows that in the general case, $\frac{b}{a}$ is higher for the multiunit than for the ‘equivalent’ single unit.

Relation to SNR. The proposed feature $\frac{b}{a}$ is inversely related to SNR, because $b$ is the total standard deviation and $a$ is the peak height (the signal). When comparing units with identical standard deviations ($b$), the method will classify units with smaller peaks (i.e. smaller $a$) as multiunits. In this case,
smaller peaks indeed imply lower SNR, as demonstrated in figure 3 (right).

Waveform alignment. The suggested way of detecting the main rise relies on the alignment of individual spikes at their peak (section 2.4.1). Appendix B explores this dependence by comparing $b/a$ of a well-aligned single unit with that of a misaligned one under the assumption of a linear rise with a Gaussian distribution of spikes around it. It shows that under reasonable conditions (mainly that the variability in the spike shape prior to the rise is limited), $b/a$ of the misaligned cluster is greater than that of the well-aligned one, implying that better alignment of spikes (e.g. Lewicki (1994), Wehr et al (1999)) would improve the suggested criterion.

2.5. Linear discriminant analysis—automatic learning of the threshold

A different methodology for classification of a cluster as a single cell or a multiunit is based on automatic learning of the threshold of the visual feature using linear discriminant analysis (LDA). This variant of SUMU, which we name SUMU-LDA, examines all possible divisions of the training set by a threshold on the visual feature, and finds the division with the highest accuracy with respect to single cell versus multiunit classification. The corresponding threshold is then used for predicting the quality of classification in the test set.

Linear discriminant analysis. Let $\{v_1, v_2, \ldots, v_k\}$ be the unique values of the aforementioned visual feature in the training set, and let $\{g_1, g_2, \ldots, g_k\} \in \{0, 1\}$ indicate whether each respective cluster is a single cell (1) or a multiunit (0). Let $v_1 < v_2 < \cdots < v_k$ be the sorted sequence of values $\{s_1, s_2, \ldots, s_k \in \{1, 2, \ldots, k\}\}$. For each threshold $Th_l \in \{(v_{i_l} + v_{i_{l+1}})/2\}_{i=1}^{k-1} \cup \{v_i - \epsilon, v_i + \epsilon\} (\epsilon > 0)$, we define the prediction

$$g^\text{pred} = \begin{cases} 1, & \text{if } v_k < Th_l \\ 0, & \text{otherwise} \end{cases}$$

The classification accuracy for threshold $Th_l$ is the percentage of elements $i$ for which $g_i^\text{pred} = g_i$. The threshold $Th_l$ with maximal accuracy is denoted: $Th_{l,\text{LDA}}$. Each cluster in the test set with visual feature $v$ is classified as a single cell if $v < Th_{l,\text{LDA}}$ and as a multiunit otherwise.

2.6. Comparison with other methods

As mentioned in the introduction (section 1), most studies rely on visual inspection of the clusters to determine the quality of separation. One of the few studies suggesting clear criteria that can be implemented as an automatic method is that of Rutishauser et al (2006) with a method called online sorting (osort). We selected osort for comparison due to the similar setup for which it was developed (human epilepsy patients implanted with depth electrodes) and the availability of the original code. Osort uses three criteria to evaluate the quality of separation.

(i) The fraction of ISIs shorter than 3 ms (specified in % of all ISIs). Osort requires this fraction to be less than 3% of all ISIs.
(ii) The absence of peaks in the power spectrum in the range 20–100 Hz. A peak is defined as a frequency whose power is more than 5 standard deviations away from the mean.
(iii) An approximately zero autocorrelation for small (<3 ms) time lags. The threshold for this criterion was defined neither in the paper (Rutishauser et al 2006) nor in the code. We therefore defined the threshold as autocorrelation <2, based on figure 7(C) of the original paper.

In order to match the first criterion with that of our manual classification, we examined two variants of this criterion. The first keeps the original requirement of the fraction of ISIs shorter than 3 ms to be <3% of all ISIs; we will call it osort3. The second requires that this fraction is <1% of all ISIs; we will call it osort1. In addition, we checked a variant of osort1 in which small autocorrelations are defined as those <1.5; it will be marked osort1.C. We also examined other thresholds on the autocorrelation: 0.25, 0.5 and 1, but in these cases all recorded units were reported as multiunits, so the performance was identical to the naive algorithm (to be defined in section 3.1).

Current studies which focus on the problem of quantification of the separation quality are mainly based on the distance between the spike cluster and the noise cluster (Pouzat et al 2002, Schmitzer-Torberta et al 2005, Joshua et al 2007). We therefore compared our results also with one of the latest methods with this approach, the isolation score measure by Joshua et al (2007). We used the code provided with the original paper and adopted the same parameters with
Table 1. Comparison of SUMU with three variants of osort: osort1, osort3, osort_C and three variants of the isolation score: iso75, iso50, iso10 (see section 2.6 for definitions of the variants) in evaluating the quality of separation on real data from the human cerebrum. Values in the table are average percentages (±standard error) per session, except for SUMU-LDA, for which percentages are average (±SE) in a 12-fold cross-validation (numbers in parentheses refer to the training set). Asterisks (∗) denote significant accuracy over the naive algorithm (see the text for details). False-positive rate is the percentage of units that are multiunits but were marked as single cells by the algorithm. False-negative rate is the percentage of units that are actually single cells but were marked as multiunits by the algorithm. The accuracy of SUMU is the highest.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SUMU</th>
<th>osort1</th>
<th>osort3</th>
<th>osort_C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>92.0±1.1</td>
<td>54.3±2.7</td>
<td>37.8±1.7</td>
<td>54.3±2.7</td>
</tr>
<tr>
<td>False-positive rate</td>
<td>4.5±1.1</td>
<td>45.5±2.7</td>
<td>62.2±1.7</td>
<td>45.5±2.7</td>
</tr>
<tr>
<td>False-negative rate</td>
<td>3.5±0.5</td>
<td>0.3±0.1</td>
<td>0.0±0.0</td>
<td>0.3±0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SUMU-LDA</th>
<th>iso75</th>
<th>iso50</th>
<th>iso10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>91.4±1.3 (91.5±0.1)</td>
<td>66.8±1.5</td>
<td>67.5±1.4</td>
<td>69.7±1.5</td>
</tr>
<tr>
<td>False-positive rate</td>
<td>4.5±1.4 (4.4±0.1)</td>
<td>0.0±0.0</td>
<td>0.1±0.1</td>
<td>2.6±0.7</td>
</tr>
<tr>
<td>False-negative rate</td>
<td>4.1±0.7 (4.1±0.1)</td>
<td>33.3±1.5</td>
<td>32.4±1.4</td>
<td>27.7±1.2</td>
</tr>
</tbody>
</table>

the only change being our different sampling frequency. We split the neural recording into 60 s segments and averaged the resultant isolation scores as described by Joshua et al. We considered a unit to be a single unit if its isolation score was ≥0.75, based on the suggestion of Joshua et al to exclude recording periods with an isolation score of 0.7–0.8. We also tested the thresholds of 0.50 and 0.10. Thresholds lower than 0.10 did not change the results significantly and are therefore omitted. We shall denote the three variants of the algorithm of Joshua et al by: iso75, iso50 and iso10, respectively.

2.7. Synthetic databases

In addition to the aforementioned recordings in the human, we also compared the performance of the two algorithms on two synthetic databases: the one by Quian-Quiroga et al (2004) and the other by Rutishauser et al (2006). For each database, we applied the spike-sorting method suggested in the respective paper (WaveClus and osort, respectively) and tested the quality of separation of each using three methods: the proposed one, osort (all three variants) and isolation score (three variants). A cluster defined by the relevant spike-sorting method is considered a single cell if more than 90% of its spikes belong to the same cluster according to the ground truth provided with the database.

Note that even though the two databases provide the ground truth spike train, the input to the methods of evaluation of the quality of separation may not be exactly identical to the original papers. This stems from the fact that the database provided with osort (Rutishauser et al 2006) contains ground truth spike trains, but not the added noise. We therefore added noise using the original simulator, with the same standard deviations as in the original paper, but still the datasets may not be exactly identical. The discrepancy with WaveClus is due to the fact that the superparamagnetic clustering is stochastic.

2.8. Runtime

Runtimes of the different algorithms were evaluated on the real dataset of the 1652 units from the human cerebrum. All runtime tests were performed on the same dedicated Dell XPS M1530 laptop (Duo-core 2.4 GHz CPUs with 4 Gb RAM). All implementations were in MATLAB 7.2 (Mathworks, Natick, MA) and used the original code distributed by the original authors of the methods (with the required minor code additions to match different data formats). Runtimes are reported for one MATLAB process running on one CPU (i.e. no parallel MATLAB processes).

3. Results

Whenever relevant, results are reported as average ± standard error.

3.1. Recordings in the human

Table 1 compares the accuracy in classification of recorded units into single cell versus multiunits of the proposed algorithms, SUMU and SUMU-LDA, the three variants of osort and the three variants of the isolation score measure, with respect to manual classification (see section 2.3). SUMU and SUMU-LDA result in a significantly higher accuracy (92.0% and 91.4%, respectively) than all other methods (p < 0.0001; one-sided paired-sample t-test, for all variants of the two methods) (compare also to 66.3% in a naive algorithm that labels all data as multiunits7). Its false-positive rate is an order of magnitude lower than that of osort, and its false-negative rate is an order of magnitude lower than that of the isolation score method.

Figure 4 demonstrates classification of two clusters of spikes recorded from different regions in the cerebrum of two patients by various methods. The vast majority of the errors of the isolation score method were false negatives (figure 4(A)), while almost all errors of osort were due to false positives (figure 4(B)) (cf table 1).

In order to estimate the contribution of the waveform-based feature (section 2.4.1) to classification by SUMU and SUMU-LDA, we repeated the classification using this

7 We selected the naive algorithm to report ‘multiunit’ rather than ‘single unit’ based on the posterior distribution of recorded data. As such, it has knowledge which a truly naive algorithm lacks (i.e. the analysis is more strict than a real naive algorithm).
Figure 4. Examples of spike clusters from the human medial temporal lobe and their classification into single cells or multiunits by the various methods. Top row: waveforms of all spikes, centered at the peak. The mean and mean ± 1 standard deviation are marked (black). Bottom row: ISI distribution histogram (bin size: 1 ms). (A) A cluster of spikes from the right parahippocampal gyrus (PHG) of case 10 (average firing rate: 1.50 Hz), classified as a single unit by manual inspection as well as SUMU and osort. All isolation score variants rendered it a multiunit. (B) A unit from the left anterior hippocampus (AH) of case 11 (average firing rate: 1.34 Hz) classified as a multiunit by a human, due to high variability of the waveforms (especially near the beginning of the main rise in voltage). SUMU and isolation score (all variants) agreed with that classification. In contrast, osort (all variants), whose only input is the ISI distribution, classified the unit as a single neuron, because of the resemblance of its ISI distribution to that of a single unit.

Table 2. Comparison of SUMU, SUMU-LDA, the three variants of osort: osort1, osort3, osort_C, and the three variants of the isolation score: isol75, isol50, isol10 in evaluating the quality of separation on synthetic data provided with osort (Rutishauser et al 2006). The table is organized similarly to table 1. No classification is significantly higher than the naive algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SUMU</th>
<th>osort1</th>
<th>osort3</th>
<th>osort_C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>80.8 ± 6.1</td>
<td>57.1 ± 13.2</td>
<td>53.1 ± 15.9</td>
<td>57.1 ± 13.2</td>
</tr>
<tr>
<td>False-positive rate</td>
<td>12.0 ± 8.9</td>
<td>42.9 ± 13.2</td>
<td>46.9 ± 15.9</td>
<td>42.9 ± 13.2</td>
</tr>
<tr>
<td>False-negative rate</td>
<td>7.2 ± 3.9</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
<td>0.0 ± 0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SUMU-LDA</th>
<th>isol75</th>
<th>isol50</th>
<th>isol10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>75.0 ± 7.3 (79.5 ± 0.6)</td>
<td>75.7 ± 10.0</td>
<td>80.8 ± 6.1</td>
<td>67.7 ± 8.8</td>
</tr>
<tr>
<td>False-positive rate</td>
<td>15.3 ± 5.9 (13.6 ± 0.5)</td>
<td>5.9 ± 5.9</td>
<td>16.5 ± 8.7</td>
<td>32.4 ± 8.8</td>
</tr>
<tr>
<td>False-negative rate</td>
<td>9.7 ± 5.2 (6.8 ± 0.3)</td>
<td>18.4 ± 5.9</td>
<td>2.8 ± 2.8</td>
<td>0.0 ± 0.0</td>
</tr>
</tbody>
</table>

3.2. Synthetic databases

We employed the database provided with osort (Rutishauser et al 2006) in the comparison of all methods (table 2). The spike-sorting algorithm (Rutishauser et al 2006) identified 44 units, of which 22 (50%) were single units. No method performed significantly better than the naive algorithm (defined in section 3.1) on this database (one-sided paired-sample t-test: \( p > 0.1 \) for all methods). Isol50 and SUMU equate in their accuracy (≈80%) and so are Isol75 and SUMU-LDA (≈75%). The differences between the four algorithms (SUMU, SUMU-LDA, isol75 and isol50) were not significant \( (p > 0.5) \); paired-sample t-tests for comparisons without SUMU-LDA; two-sample t-tests of SUMU-LDA versus other methods). SUMU, SUMU-LDA and isol50 are the only methods significantly above the 50% chance level in a one-sided t-test \( (p < 0.05) \).

The database provided with WaveClus (Quian Quiroga et al 2004) contains 60 s of simulated data. WaveClus managed to correctly separate the spike trains into single cells in \( 59/60 = 98.3\% \) of the simulated units. SUMU, SUMU-
LDA and osort (all three variants) denoted all units (60/60 = 100%) as single cells, yielding an accuracy of 59/60 = 98.3%. The accuracy of isolation score was lower than the 50% chance level (isol75: 10/60 = 16.7%; isol50: 13/60 = 21.7%; isol10: 20/60 = 33.3%). For all variants, all errors were false negatives.

When comparing classification by the feature of the waveforms alone versus its combination with the refractory period constraint on the two synthetic databases, there was no change in the results (i.e. the refractory period added no information). This emphasizes that classification is based on the visual feature.

3.2.1. Bursting units. In addition to the aforementioned 60 units, the WaveClus database provides one channel with three simulated bursting cells. WaveClus correctly separated the spikes into single units in 2/3 = 66.7% of the units. The accuracy of SUMU, osort (all three variants), isol10 and Isol75 was 66.7%, at the chance level (SUMU, osort (all three variants), isol10: one false positive; isol75: one false negative). Isol50 and SUMU-LDA (3-fold cross-validation) gained an accuracy of 33.3%.

3.3. Runtime

The total amount of time required to compute SUMU was 381 s, SUMU-LDA: 385 s (12-fold cross-validation, including feature computation, training and testing), each variant of osort: 1099 s and each variant of the isolation score: 111 023 s. Computing the isolation score lasted over 30 h because of the direct processing of the raw spike train, in contrast with the other methods whose inputs are isolated spikes.

4. Discussion

This study defined quantitative measures for evaluation of the quality of separation of a cluster of spikes (single cell or multiunit) and analyzed the conditions under which the main feature classifies between single cells and multiunits. Based mainly on the spike waveform, we were able to correctly match the classification of a human observer in 92.0% of the 1652 units recorded from inside the human cerebral. The error rate (8.0%) is much lower than the variability in the number of neurons and spikes detected by human classifiers on synthetic data and tetrode data, which may be as high as 23% of false positives and 30% of false negatives (Wood et al 2004; Harris et al 2000). The type I and type II error rates can both exceed 50% for single wire recordings (Harris et al 2000). Harris et al (2000) also estimated the optimal performance for a given set of feature vectors of any clustering system, manual or automatic, based on intracellular recordings. They found the optimal error rate to lie between 0 and 8%, which indicates that our prediction rate is close to the optimal clustering rate.

It is important to note, that in contrast with spike-sorting algorithms, which should consider the interrelationships between the different clusters formed on the same electrode (as described, for example, by Rutishauser et al (2006, p 216)), evaluation criteria only examine the final product of the spike sorter. As such, they are only intended to mark whether a given cluster is a single or a multiunit. They cannot and need not compensate for sorting errors.

The literature has only a few studies aimed directly at evaluation of the quality of separation. One approach which quantifies the certainty with which spikes are classified is Bayesian clustering (see Lewicki (1998) for a review). This type of method relates a probability to each cluster which may be used for evaluating the quality of separation. However, this probability relies on the specific statistical model employed by the spike-sorting algorithm. An alternative Bayesian approach is to represent uncertainty in the assignment of waveforms to units and incorporate this uncertainty into the analysis (Wood and Black 2008); this approach bypasses the need to classify units into single cells or multiunits but requires a different type of analysis than that of most studies today.

The proposed evaluation criteria, SUMU, matched the manual classification on the real dataset to a significantly higher degree than the other methods. This may be due to the two methods (SUMU and manual classification) being based on visual features of the spike waveforms and the ISI distribution histogram. The criteria of osort, on the other hand, rely solely on ISI distribution8, which may explain its low accuracy. The lower accuracy of the isolation score measure may stem from its development for recordings with higher SNR obtained by real-time isolation of the signals and selection of units by an experimenter advancing the electrode to the target neurons and monitoring spike-sorting quality online. The fact that decreasing the threshold on the isolation score resulted in higher accuracy (table1) implies that single units have low isolation scores and are therefore hard to distinguish from multiunits in the same score range. This is typical in chronically implanted electrodes.

For real data, our comparison employed manual classification by human classifiers as its reference, due to the lack of the ground truth number of recorded units, or the ground truth classification of the clusters into single cells and multiunits. Manual classification may however disagree with the ground truth in some cases. For synthetic data, the ground truth is known by design, but the synthetic data themselves are only an approximation of the real spiking process of interest. Thus, the gap of knowledge of the ground truth is inherent in the type of extracellular recordings we use. To reduce this uncertainty, we tested the proposed methods on both a large real dataset from the human and two different synthetic datasets.

The low standard errors on the real database by all methods in table 1 is indicative of the consistency of the manual classification of different sessions, and thus of its suitability for testing the criteria. While our testing data were recorded from the human cerebral, the algorithms SUMU and SUMU-LDA are not specific to the human and may thus be applied to extracellular recordings from other species as well.

Comparison of the criteria on the synthetic database provided with osort (Rutishauser et al 2006) shows that SUMU, SUMU-LDA, isol50 and isol75 equate with each other. Note that the spike-sorting algorithm proposed by Rutishauser et al (2006) does indeed refer also to spike waveforms: only the three criteria that allow a sufficient classification of clusters as single unit or not rely only on the ISI.
other. The low accuracy of osort, which relies solely on ISI distribution, is probably due to the small amount of data (only 100 s of simulated spike trains) yielding inaccurate estimation of the distribution. The isolation scores seem to be less sensitive to the amount of available data, probably due to its intensive processing of the raw signal directly (see discussion of the runtime below) and the relatively higher SNR of this dataset. The database provided with WaveClus (Quian-Quiroga et al 2004), when spike-sorted by the WaveClus method, resulted in an almost perfect classification, which dooms all methods to perform not significantly better than the naive one. This phenomenon demonstrates the weakness of the database as a benchmark for evaluation of the quality of separation, rather than a flaw in the evaluation methods themselves. We chose to include the database in the analysis anyway because of its use as a benchmark in the literature (Quian-Quiroga et al 2004, Herbst et al 2008).

Bursting units are a challenge for both spike-sorting and quality of separation algorithms, because the waveforms for spikes in a burst are typically different from each other. SUMU and SUMU-LDA performed similarly to the other methods, but still at the chance level, due to the weakness of the database as a benchmark (as mentioned above). Interestingly, SUMU, osort (all three variants) and iso110 marked all units as single units, which is contrary to the intuition that clusters with different waveforms due to bursting will be incorrectly denoted multiunits (i.e. misclassification was due to false positives rather than the expected false negatives).

Runtime. SUMU had the lowest runtime of all algorithms examined and is suitable for real-time applications such as BCI. The runtime of the isolation score is two orders of magnitude longer than that of the SUMU, SUMU-LDA and osort algorithms, and is thus inappropriate for real-time implementation.

General limitations and future work. Fundamentally, spike-sorting methods try to use a minimal set of assumptions (e.g. refractory period) about the properties of neural coding, so as not to introduce biases into subsequent stages of the analysis. The proposed methods follow this approach while modeling the assumptions in a rigorous mathematical manner. This yields a smaller set of assumptions than is usually used (implicitly) during visual inspection of the waveform, the ISI distribution histogram and maybe other features such as wavelet coefficients.

Moreover, the proposed features can be combined with other methods for evaluation of the quality of separation so as to reduce the set of assumptions (e.g. omit the constraint for a refractory period) or model noise too. An example is the combination of the proposed visual feature of the waveform with the notion of cluster distances (see Fee et al (1996a, 1996b)), whose set of assumptions is quite small. This is a subject for future research.

5. Conclusions

We have developed two measures of the quality of separation of a cluster of spikes, SUMU and SUMU-LDA, that can be computed automatically and in real time with performance resembling that of a human classifier on real data recorded from the human cerebrum. As more and more studies are geared toward automatic spike sorting that will serve in brain–computer interfaces (Kipke et al 2008), the role of the man-in-the-loop need be replaced by computer algorithms. The proposed algorithm therefore mimics the behavior of humans in order to maintain similar performance and utilizes the main tool that humans use for manual spike sorting: visual inspection.

The proposed methods outperformed existing state-of-the-art techniques on real data in both accuracy and runtime, and equated with the best of them on synthetic databases provided by other authors.

Our criteria may serve two purposes. On the one hand, they are suggested as a standard that will allow comparison of the quality of separation between different studies. On the other hand, they can serve in motor BCIs to automatically distinguish between well-isolated cells and multiunits. Rather than intermixing the two types of units (Hochberg et al 2006, Velliste et al 2008), a motor BCI will be able to weigh each unit according to its quality of separation.
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Appendix A. $b/a$ for a linear multiunit and its ‘equivalent’ single unit

Let us assume that the main rise of all single cells is linear with normal distribution and it has the same length. We assume no overlap between spikes. As a consequence, for each single cell, two constants, $c$ and $d$, exist such that the measured voltage on the main rise at sampling time $t_i$ ($i = 1, . . . , n$) is an uncorrelated random variable $V_i \sim N(c t_i + d, \sigma_j^2)$. For a multiunit composed of $l$ such neurons, there exist constants $c_j$ and $d_j$ such that if the spike belongs to the $j$th neuron ($j = 1, . . . , l$), its voltage measure is $V_j|X = j \sim N(c_j t_j + d_j, \sigma_j^2)$. The probability of a spike of the $j$th neuron is $P(X = j) = p_j \left( \sum_{j=1}^l p_j = 1 \right)$. By the partition theorem, the expected value of $V_i$ is

$$E[V_i] = \sum_{j=1}^l E[V_i|X = j] P(X = j)$$

$$= \left( \sum_{j=1}^l p_j c_j \right) t_i + \left( \sum_{j=1}^l p_j d_j \right).$$

Therefore,

$$a_{mu} = E[V_u] - E[V_l] = \left( \sum_{j=1}^l p_j c_j \right) (t_n - t_l). \quad (A.1)$$
By the law of total variance,

\[
\text{Var}[V_i] = E[\text{Var}(V_i | X = j)] + \text{Var}(E[V_i | X = j])
\]

\[
= \sum_{j=1}^{l} p_j \sigma_{i,j}^2 + \text{Var}(c_j \ell_i + d_i).
\]

So, by definition,

\[
b_{au} = \sum_{i=1}^{n} \sqrt{\text{Var}[V_i]} = \sum_{i=1}^{n} \left[ \sum_{j=1}^{l} p_j \sigma_{i,j}^2 + \text{Var}(c_j \ell_i + d_i) \right].
\]

\(\text{(A.2)}\)

A single unit with an equivalent linear rise: \(c \equiv \Sigma_{j=1}^{l} p_j c_j, \ d \equiv \Sigma_{j=1}^{l} p_j d_j\) and variance \(\sigma_i^2 \equiv \Sigma_{j=1}^{l} p_j \sigma_{i,j}^2\) results in

\[a_{su} = c(t_n - t_1) = \left( \sum_{j=1}^{l} p_j c_j \right) (t_n - t_1)\] \(\text{(A.3)}\)

\[b_{su} = \sum_{i=1}^{n} \sqrt{\sigma_i^2} = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{l} p_j \sigma_{i,j}^2}\] \(\text{(A.4)}\)

From equations (A.1)–(A.4),

\[a_{au} = a_{su}\]

\[b_{au} \geq b_{su}\]

and therefore,

\[b_{au} \geq \frac{a_{au}}{a_{su}} \geq \frac{b_{su}}{a_{su}}\]

Equality occurs when all neurons composing the multiunit have an identical main rise (\(\text{Var}(c_j \ell_i + d_i) = 0\)), which is indeed indistinguishable from the equivalent single unit. In all other cases, the multiunit obtains higher values of the feature \(b/a\) than the ‘equivalent’ single unit.

**Appendix B. \(b/a\) of a misaligned single unit**

Under the assumptions of appendix A, let us examine a single unit whose spikes are misaligned. We assume that misalignment occurs by choosing a wrong sample to be the peak, but the length of the main rise remains unchanged (\(n\) sample points), so that the whole main rise shifts either to the left or to the right. Let \(X\) be the random variable denoting the offset of the main rise to the left (so negative = shift to the right; 0 = no shift). We consider offsets in the range \(X = j \in [\{-n, n]\} \). Note that for \(X = n\) and \(X = -n\), the misaligned main rise contains no elements of the true main rise.

The probability of misalignment by \(j\) sample points to the right is denoted \(P(X = -j) = p_{-j}\). In this case, the first \(j\) sample points of the misaligned rise are not part of the true main rise, so

\[V_i | X = -j \sim N(\ell_i + d_j - \ell_{i-j+1}, \sigma_i^2), \quad i = 1, \ldots, j\]

where \(\ell_0\) is the voltage at the \(m\)th sample point prior to the true main rise, relative to the first sample point of the true rise (i.e. \(\ell_1 + d\)). In figure 3 (left) \(\ell_m\) is the vertical distance between the leftmost circle and the \(m\)th sample before the main rise.

For the rest of the points, the main rise is shifted:

\[V_i | X = -j \sim N(\ell_{i-j} + d_j, \sigma_i^2), \quad i = j + 1, \ldots, n.\]

The probability of correct alignment is \(P(X = 0) = p_0\):

\[V_i | X = 0 \sim N(\ell_i + d, \sigma_i^2), \quad i = 1, \ldots, n.\]

Similarly, for shifts to the left, with probability \(P(X = j) = p_j\) the voltage is

\[V_i | X = j \sim N(\ell_{i+j} + d_j, \sigma_i^2), \quad i = 1, \ldots, n - j\]

\[V_i | X = n \sim N(\ell_{n-i} + d_j, \sigma_i^2), \quad i = n - j + 1, \ldots, n,\]

where \(k_m\) is the voltage at the \(m\)th sample point following the true main rise, relative to the last sample point of the true rise (i.e. \(ct_n + d\)). In figure 3 (left) \(k_m\) is the vertical distance between the rightmost circle and the \(m\)th sample after the main rise. \(\forall m, k_m > 0\) because \(ct_n + d\) is the maximal voltage.

By the partition theorem,

\[E[V_i] = \sum_{j=-\infty}^{n-i} \sum_{j=-\infty}^{n-i} p_j [c(t_j + j \Delta t) + d] \]

\[+ \sum_{j=n-i}^{n-i} p_j [ct_n + d - k_{n-j}] \]

\[+ \sum_{j=-n}^{n-i} p_j [ct_j + d + l_{n-j}] \]

\[= c \left[ \sum_{j=-n}^{n-i} p_j (t_j + j \Delta t) + \sum_{j=1}^{n-i} p_{n-j} (t_n - \alpha_j) \right] \]

\[+ \sum_{j=1}^{n-i} p_j [ct_j + \sum_{j=1}^{n-i} p_{j-n-i} \beta_j - l_{n-j}] \]

\[= \sum_{j=1}^{n-i} p_j \beta_j - p_n (\alpha_n - \alpha) - p_{n-1} (\beta_n - \beta_1) \]

where \(\Delta t\) is the sampling interval (assumed constant), \(\alpha_m \equiv k_m/c\) and \(\beta_m \equiv l_m/c\) \((i = 1, \ldots, n)\). Because the slope \(c > 0\), also \(\alpha_m > 0\).

The misaligned numerator thus becomes

\[a_{ma} = E[V_{n-i}] - E[V_i] \]

\[= c \left[ t_n - t_1 - (n - 1) \Delta t (p_{n-i} + p_n) - \Delta t \sum_{j=0}^{n-1} (p_{j-n} + p_j) - \sum_{j=1}^{n} p_j \alpha_j \right. \]

\[\left. - \sum_{j=1}^{n-1} p_j \beta_j - p_n (\alpha_n - \alpha) - p_{n-1} (\beta_n - \beta_1) \right].\]
If we assume that $\alpha_n > \alpha_1$ due to the decay that follows the peak, all terms in the expression in brackets are negative or zero, except maybe for those involving $\beta_j$. Now, due to decay after the peak and the relatively ‘flat’ waveform before the rise, it is reasonable to assume that $|\alpha_n - \alpha_1| \geq |\beta_n - \beta_1|$. If we also assume $p_n = p_{-n}$, the last two terms in brackets are negative or zero. From the same reason, it makes sense to assume that the expected value of $p_j$ is larger than that of $\beta_j$, so $\sum_{j=1}^{n} p_j \beta_j > | \sum_{j=1}^{n} p_j - \beta_j |$. Under these constraints on the variation of the voltage before the rise and following it: $a_{\text{mis}} \leq a_{\text{wu}}$.

By the law of total variance, $\text{Var}[V_i] = \sum_{j=-n}^{n} p_j \sigma^2_j + \text{Var}(E[V_i|X = j])$.

From equation (A.4), it follows that $b_{\text{mis}} = \sum_{i=1}^{n} \sqrt{\sigma^2_i + \text{Var}(E[V_i|X = j])} \geq \sum_{i=1}^{n} \sqrt{\sigma^2_i} = b_{\text{wu}}$.

Consequently, $b_{\text{mis}} / a_{\text{mis}} \geq b_{\text{wu}} / a_{\text{wu}}$.

Thus, under the aforementioned assumptions, the feature $b/a$ is higher for the misaligned cluster than for the well-aligned one.
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